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Trigger Software
Overview

• Level 1
– Hardware and specialized processors

– Software exists in firmware
• FPGAs, for example.

• Level 2
– Hardware are crates run by high end Compaq α

processors
• Global and preprocessors

share same crate and alpha
design.

– Code will run on board
• C++ (gcc) without an OS

• Level 3/DAQ
– DAQ is specialized hardware

– Trigger nodes are generic NT
systems (SMP)

– C++ with a full blown OS
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Level 1

• Software is written in special hardware
language.
– Each detector is writing its own triggering

algorithms.

• Direct simulation will be difficult
– Proprietary simulators used for the hardware;

not easily mapped to out software.

– Dave Toback is starting to look at simulation
(for all of Level 1).

– Will first have to tie together all the different L1
trigger efforts.

– Integrated into the L3 Filter/Simulation Group
(?).
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Level 2

• Software is written in C++

• Hardware is the same for the global
node and all preprocessors
– Muon has some extra DSPs that will

require programming.
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Level 2

• The algorithm framework for the
global has been prototyped
– C and C++ versions; C++ ran faster

• The Level 2 group expects to write a
first version of the algorithms
– Does not have the resources to do the

required physics studies at this time.

• Low level trigger specification
language defined.
– A number of trigger specification

languages are emerging.

– Level 2, Level 3, and COOR are
planning on discussing
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Level 3

Level 3 Software Design

Goals Of Software Design
• Respond to command requests always 
• Respond to monitor requests always 
• Insulate from others crashes (e.g. filters) 
• Machine crash recovery 
• Duplicate key systems
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Data Into 
MPMs MPM Interface 

 • Read Events Into Queue 
 • Interupt Driven 
 • Don't enable ready line till readout possible

Ready 
Line

Event 
Object 
Queue

Checker 
 • Checksums, etc. 
    - Get Crate List From Supr 
 • Gather stats from VBD headers 
 • Build D0 event object

Event 
Data 

Queue

Filter Interface 
 • Crash Protection 
 • Level 3 Filter 
      Process Control

L3 Interface 
 • Talk across processes 
 • Memory map event data 
      (write only)

Finisher 
 • Copy outgoing data into 
      contigous block of 
      memory 

Script Runner 
 • Do Trigger!

L3 Filter Process (seperate memory space to protect from crashes)

L3 Filter Receiver 
 • Extract monitor info 
    - Ignore crashed event 
 • Don't touch crashed events 
 • Special Record (Begin/End Run) 
      info extraction

Crashed Events (Raw Data Only)

VME Interface 
 • Gather both raw and added 
      L3 data

Data to SNTY

Special Commads 
 • Begin Run/End Run

Network Data 
 • End Run Data, Etc.

Command Interface 
 • Start/Stop 
 • Image config 
 • Talks to almost every module 
      in this block 
 • Crash recovery setup

Any crash will kill this process 
even if it is recoverable. The filter 
interface will handle the crash

Error Processor 
 • Maintains queue of errors 
 • Sends to alarm interface on 
      monitor machine.

Monitor Info 
 • # Events, queue sizes, state info 
 • Diagnostics: event dumps, etc. 
 • Report state changes

Command 
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Command/Monitor 
Info
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Monitor 
 • Very little 
 • State Info 
 • Diagnostics

Commands 
 • Run Mode 
 • Diagnostics

Event 
Object 
Queue

• Copies of the L3 Filter Image 
      are cached on local disk 
• Log files written to local disk, 
      which can be network mounted

Starter 
 • Starts during boot of NT 
 • Fetches config info from central machine 
 • gets list of images to run 
 • can change machine to look at for config 
    - by command 
    - by control panel 
 • can kill all started images 
 • Cache copy of run images 
 • same in every L3 NT Machine 
 • Reboot machine 
 • cache locally config files?
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Image Request 

Interface

Supervisor

Outside World Interface Port 
 • All COOR commands arrive here 
 • Build up new configurations 
 • Submit the configs 
 • Get the HW databases 
 • Talks to almost all modules

Command Generator 
 • Compares input config with 
      current config and decides what 
      needs to be done. 
 • Smart enough to know what 
      commands can be executed at 
      the same time.

Checker 
 • Makes sure the list of commands is valid 
 • Makes sure commands don't changed locked 
      parts of the system. 
    - During global run, for example 
• Whole list is checked before any are executed 

Executer 
 • Dispatch commands to the L3 system. 
 • As each command completes, current state 
      is updated.

Current Config Manager 
 • Maintains knowledge of complete 
      system. 
 • Small database 

List of 
Commands

Updated State 
Information

New 
Configuration

L3 Command Listener 
 • Listen for image requests, etc. 
 • Share file system with other machines

L3 Node Config DB 
and 

L3 Node Type DB

State Information DB 
 • Locked down parts of the 
      system 
 • Other temporary settings 
 • Augments info from Config 
      and Type DBs 
 • May be minimal if COOR 
      does this for us
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Image Request 
Interface

SNTY

Data Into 
MPMs

MPM Interface 
 • Read Events Into Queue 
• Interupt Driven

Raw Event 
Queue

Reprocessor: 
 • Checksum checks 
 • Reformat to offline format 
 • Does not work on events 
    removed by router

Token Interface 
• Stop raw event queue full

Token

Router 
 • Event taken by other SNTY 
   - Possibly eliminate event from this SNTY 
 • Determine destinations 
   - (HOST, Monitor, etc.) 

Sender 
 • Uses routing info to send 
    event to various destinations 
 • Data source classification: 
    - Must get event data 
    - Don't care if no room

Master Data Recorder 
 • On dedicated network 
 • Send back when near full 
 • Use D0IP for transport?

Monitor Data Machine 
 • On dedicated network 
 • Send back when near full 
 • Use D0IP for transport? 
 • Don't care if miss events
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Command 
Interface

1

Holds only pointers 
to raw data

Monitor 
Interface

• If this node goes down will have to reset whole 
      online system 
• Have duplicate hardware for this node! 
• Holds copy of all images; all nodes in L3 
      copy images from this guy 
• Serves the config files for the Starter processes 
• Serve node log files if "not" running 
• COOR transmits deltas of configurations, not 
      a complete configuration every time.

Host Cluster

Online Data Recorder 
 • For special data, like L3 
      summary data at end of run

Online/COOR 
Interface COOR/COMTKR 

 • Issues generic config 
        commands to L3

Special Summary 
Data

Monitor 
 • Keep DB of stats about all of L3 
 • Service online system's monitor requests

Information Collator 
 • Combine monitor infomation 
        from all nodes

Special Record Processor 
 • Handles end-of-run data

Event Tag Generator
Monitor 
 • Number events passed, queued, etc. 
 • Diagnostics 
 • Current routing information

Command 
 • Set routing tables 
 • Diagnostic mode 
 • Halt 
 • Start up again 
• L2 Disable Interface

Starter 
 • Same as in L3 Node

D0L3Dev
• Does builds of new L3 Images 
• Keeps a copy of the built images 
• Utilities to help with diagnostics of L3

Command 
Connections

13

Monitor 
Connections

Monitor 
 • Very little 
 • State Information

3

Monitor 
Connections

Commands 
 • Diagnostics 
 • Run Mode

Command 
Connections

1

Starter 
 • Same as in L3 Node

Starter 
 • Same as in L3 Node

3

Monitor 
Connections

Command 
Connections

1

Starter 
 • Same as in L3 Node

Monitor/Command 
 • Start/Stop Event Readout 
 • RT Monitor Info 
    - Events processed, queue 
          size, blockages, etc. 
 • Diagnostics 
    - Events in queue 
• Auto Start Process

Command/Monitor 
Info
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Error Info 3

Alarm Server Interface 
 • Maintains queue of alarms 
 • Sends them to Alarm  Server 
      when possible.

Alarm Server

Error Info 3

Data Queue 
Full

Seperate Machine? (Survyer)
3

Monitor Process(es) 
 • Located in control room and Brown 
 • Many, may request same infomation 
 • Don't slow down L3 (duh!).

Monitor 
Data

Diagnostic Manager 
 • Can talk with all components 
 • Can lock the flow of events 
 • Run various test. 
    - Hardware Checks 
    - Checks on software & network
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L3 High Speed Test

• This test is:
– Read out a crate packed with Si readout

electronics

– Do high speed test to see how fast the hardware
can run without errors

• Check only a CRC in the data

– Full data integrity check over millions of
repetitions.

• Examine a large fraction of each event.

– Simple run control
• Standalone (no COOR, etc.).

• Something even hardware engineers can run

– Monitor information
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L3 High Speed Test

• When? Now!
– Recent influx of killer (Mike & Ben)

undergrads has really helped the effort!

– Monitor
• Based on shared memory; hope to distribute

to D0-at-large eventually.

• Access to monitor info from Excel.

– Run Control
• Based on very simple windows GUI app

(MSVC makes it easy to build one of these)

• No changes in configuration at this time.

– Data Monitor
• Dump a whole event (hex), print out, etc.
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L3 High Speed Test

• The data analysis will require
something that looks like a L3 Filter
image.
– This will not use d0om, as the final one

will

– Will run in a separate processor

– 50% of the way to getting the L3 Filter
Image going under in framework.

• The next goal of the project.
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L3 Filters

• Large task ahead for the L3 Filters
group:
– Infrastructure

• Script Runner Trigger Framework

• Trigger List Creation and Maintenance

• Verification Utilities, MC

– Physics Tools
• Long list

• Working on getting offline
environment working on NT
– To build trigger images.

• New members, fake tool by
September offline milestone.



Gordon Watts Online Meeting (8/13/98) 11DD

L3 & Online
Integration

• COOR
– Config information, control

– Client/Server required
• Soon!

– L3 Configuration implementation.

• Error Logger
– First version released in offline libraries

– Paul P. & student are going to start
looking at it from a L3 point of view

• Monitor Information
– Public API for getting at counters,

strings, and other simple objects that
represent the state of L3 (and rest of
online).
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Conclusions

• L2 is going well
– Talking with COOR already (test case)

• L3
– Filter group is in communication with

COOR for trigger specs. Still need
more help.

– Si Speed test will workout the first
version of the L3 Framework software
and initial versions of the monitor
utilities

– Lots of online group integration
potential soon.


